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#### Abstract

SMT solvers are foundational tools for reasoning about constraints in practical problems both within and outside program analysis. Faster SMT solving improves the performance of practical tools and expands the set of tractable problems. Existing approaches to improving solver performance either focus on general algorithms applied below the level of individual theories, or focus on optimizations within a single theory. Unbounded constraints in which the number of possible variable values is infinite, such as real numbers and integers, pose a particularly difficult challenge for solvers. Bounded constraints in which the set of possible values is finite, such as bitvectors and floating-point numbers, on the other hand, are decidable and have been the subject of extensive performance improvement efforts.

This paper introduces a theory arbitrage: we transform unbounded constraints, which are often expensive to solve, into bounded constraints, which are typically cheaper to solve. By converting unbounded problems into bounded ones, theory arbitrage takes advantage of better performance on bounded constraints and unlocks optimization techniques that only apply to bounded theories. The transformation is achieved by harnessing a novel abstract interpretation strategy to infer bounds. The bounded transformed constraint is then an underapproximation of the semantics of the unbounded original. We realize our method for the theories of integers and real numbers with a practical tool (STAUB). Our evaluation demonstrates that theory arbitrage alone can speed up individual constraints by orders of magnitude and achieve up to a $1.4 \times$ speedup on average across nonlinear integer benchmarks. Furthermore, it enables the use of the recent compiler optimization-based technique SLOT for unbounded SMT theories, unlocking a further speedup of up to $3 \times$. Finally, we incorporate STAUB into a practical termination proving tool and observe an overall $9 \%$ improvement in performance.
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## 1 INTRODUCTION

Many problems relevant to program analysis are expressed with Satisfiability Modulo Theories (SMT) constraints and solved using SMT solvers. SMT solvers take as input constraints over some base theory and either provide a variable assignment that satisfies the constraint or prove that the constraint cannot be satisfied. SMT solving is central to program analysis applications such as symbolic execution [16, 47], program synthesis [12, 40], and program verification [10, 45]. The performance of these practical tools is directly tied to the performance of solvers; when solvers can handle problems quickly, the tools perform better.
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Modern SMT solvers operate on constraints over both bounded and unbounded theories. We call a theory bounded if every sort it defines includes only finitely many values; we call a theory unbounded if it has at least one infinite sort. Unbounded theories include those of integers ( $\mathbb{Z}$ ) and real numbers $(\mathbb{R})$, while bounded theories include those of bitvectors and floating-point numbers. Even though unbounded SMT theories represent theoretical mathematics and not machine arithmetic, they have seen wide use in program analysis applications. For example, unbounded real arithmetic is useful in modeling automata [19], while integer arithmetic has been used for termination proving [37], to encode the constant multiplication problem [48], and in developing better answer set programming techniques [65]. Unbounded theories also have applications outside computer science, including for geometry [43, 46] and in economics [54], among other fields.
Solving unbounded SMT constraints poses challenges from both practical and theoretical perspectives. Some theory-specific reasoning is symbolic [31,58], but SMT solvers still face the challenge of modeling arithmetic unbounded in both magnitude and precision while being implemented in traditional programming languages where all datatypes are bounded. Thus, as the needs for precision and magnitude grow, so must the data structures used to represent values [15]. From a theoretical standpoint, the search space for unbounded theories is also infinite, compared to the finite search space for bounded theories. The satisfiability of nonlinear integer arithmetic constraints is even undecidable [24]. Both the theoretical complexity of the problem and the engineering issues faced by solver developers make it difficult to improve performance for unbounded theories.

SMT solvers contain extensive logic to handle bounded constraints. The SMT-LIB [4] theory of bitvectors represents integer values with two's complement semantics, while the theory of floating-point numbers represents rational values with IEEE-754 [38] semantics. These theories are used to reason about values like the $16-, 32-$, and 64 -bit integers and single- and double-precision floating-point values offered in most C-like languages. The limit on the number of possible values of bitvector and floating-point variables makes their constraints decidable and simplifies reasoning. However, bound imposition alone is not enough; as we show in Section 2, adding variable bounds on an integer constraint does not improve, and may even hinder, performance. The key benefit of bounded theories is that existing work has introduced many practical theory-specific techniques to improve performance. For instance, the structure of the bitvector theory admits many optimizing rewriting rules [61, 69] that improve the performance of counterexample-guided solving [62]. Bitvector and floating-point constraints have also been simplified using compiler optimizations [50]. The cumulative effect of decidability, boundedness, and existing solving techniques for bounded theories often gives solvers superior performance on bounded constraints. In our experiments, for example, it takes the SMT solver Z3 [25] between $1.8 \times$ and $5.5 \times$ longer on average to solve a nonlinear integer constraint than a bitvector one with equivalent operations.

This work proposes a novel approach, SMT theory arbitrage, to speed solving for unbounded theories. Theory arbitrage converts an original constraint $S$ in an expensive-to-solve unbounded theory into a constraint $S^{\prime}$ with the same semantics, but in a bounded theory which is cheaper to reason about. The conversion is possible because the unbounded theories of integers and real numbers have bounded counterparts: bitvectors and floating-point numbers, respectively. The approach has three main advantages: it produces constraints that are bounded, linear, and decidable, and consequently simpler to solve; it unlocks existing simplification strategies, both within and outside solvers; and it is solver-agnostic and can be applied to any SMT-LIB-compliant solver.

The key challenge is how to convert to a bounded theory while maintaining correctness. As we show in Section 3, bound imposition faces a tradeoff: large bounds are more likely to be sufficient to correctly represent unbounded semantics but are slower to reason about, while small bounds result in faster solving but may not be sufficient to accurately model the unbounded computation. We balance these competing interests in two steps. First, we analyze the input SMT constraint
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to find a bound which is sufficient with high probability, but not too large. Second, we introduce an underapproximation to guarantee run-through correctness, even if the selected bounds were insufficient. The first step is realized with a novel and general abstract interpretation strategy to infer bounds on the original SMT constraint. This strategy uses an abstract domain representing bit widths and is adaptable to the different notions of boundedness in integer and real number problems. The second step guarantees correctness through underapproximation. If the new constraint $S^{\prime}$ is unsatisfiable, we revert to the original constraint, providing no performance improvement. On the other hand, if $S^{\prime}$ is satisfiable, we check that it shares a satisfying assignment with $S$, and if it does, produce a significant performance improvement. This strategy guarantees overall correctness while speeding up solving: a subset of input constraints is dramatically sped up while performance for others does not change, leading to significant speedups on average over all constraints.

SMT theory arbitrage differs from existing approaches to improving solver performance because it transforms from one theory to another. Past work has focused on improving the theory-independent foundations of solvers [26, 29], or on heuristics and simplifications for single theories both within solvers [6-8] and during pre-processing [50, 69]. These approaches provide guarantees of correctness. In the first case, though, they cannot exploit all of the structure in an underlying problem, and in the latter case, they do not handle unbounded theories. Our approach converts from one theory to another to take advantage of performance differences. Some solvers already make use of under- and over-approximations, but our approach uses it to narrow the set of problems that can be handled to the correct ones, rather than using it to directly solve a constraint. Moreover, by transforming unbounded constraints into bounded ones, we unlock further existing optimizations that are specific to bounded theories.

We realize theory arbitrage as a practical tool for SMT Theory Arbitrage from Unbounded to Bounded constraints (STAUB). Our implementation speeds up SMT solving for integers (to bitvectors) and real numbers (to floating-point numbers)-other unbounded theories like strings and arrays lack a bounded counterpart in SMT-LIB. We perform an extensive three-part evaluation. First, we perform tests on the standard set of SMT benchmarks for linear and nonlinear quantifier-free integer and real arithmetic (SMT-LIB's QF_LIA, QF_NIA, QF_LRA, and QF_NRA logics) and find that STAUB provides mean speedups up to $1.4 \times$ while rendering tractable hundreds of constraints for which state-of-the-art solvers time out. Second, we evaluate the performance of STAUB in combination with prior work on speeding up the solving of bounded SMT constraints [50], and find that STAUB's transformation unlocks an additional $3 \times$ improvement in performance. Finally, we evaluate STAUB under pessimistic conditions with constraints generated by the client termination proving analysis Ultimate Automizer [36]. We find that it achieves a performance improvement of $9 \%$, even in an application where most constraints are unsatisfiable.

In summary, we make the following contributions.

- We introduce a novel strategy, SMT theory arbitrage, which underapproximatively transforms unbounded SMT constraints into bounded ones, thereby speeding up solving.
- We realize our framework for the two unbounded SMT-LIB theories of integer and real arithmetic, introducing along the way an abstract interpretation strategy for bound inference that can handle each theory's different notion of boundedness.
- We show that our approach provides substantial performance improvements over state-of-the-art solvers and speeds up a client analysis.

The paper is structured as follows. Section 2 motivates SMT theory arbitrage. Section 3 formally states the problem, while Section 4 describes our conversion strategy, including bound inference through abstract interpretation. Section 5 presents our empirical evaluation, while Section 6 provides a discussion of our findings, Section 7 describes related work, and Section 8 concludes.

```
(declare-fun x () Int)
(declare-fun y () Int)
(declare-fun z () Int)
(assert (= (+ (* x x x) (* y y y) (* z z z)) 855))
(check-sat)
```

(a) An example unbounded nonlinear integer constraint taken from the SMT-LIB benchmark set (QF_NIA/20220315-MathProblems/STC_0855.smt2).

```
(declare-fun x () (_ BitVec 12))
(declare-fun y () (_ BitVec 12))
(declare-fun z () (_ BitVec 12))
(assert (not (bvsmulo x x)))
...
(assert (= (bvadd (bvmul x x x) (bvmul y y y) (bvmul z z z)) (_ bv855 12)))
7 (check-sat)
```

(b) Transformation of the constraint into the bounded theory of bitvectors, with width 12. Note that additional assertions prohibiting overflow, in the form of that on Line 4, have been omitted for brevity.

```
(declare-fun x () Int)
(declare-fun y () Int)
(declare-fun z () Int)
(assert (and (<= x 2047) (>= x (- 2048))))
(assert (and (<= y 2047) (>= y (- 2048))))
(assert (and (<= z 2047) (>= z (- 2048))))
(assert (= (+ (* x x x) (* y y y) (* z z z)) 855))
(check-sat)
```

(c) Original constraint in the unbounded theory of integers with bounds imposed as additional constraints on the variables $x, y$, and $z$ (Lines 4-6). The bounds match the 12-bit width in Figure 1b.

Fig. 1. Example translation of an unbounded integer benchmark to the bounded theory of bitvectors.

## 2 MOTIVATING EXAMPLE

This section provides a concrete example that demonstrates the benefits of theory arbitrage on a nonlinear integer SMT constraint.
Input SMT Constraint. Figure 1a gives a nonlinear integer constraint from the SMT-LIB benchmark set. The example checks whether three cubes can sum to the constant 855. It takes Z3 (version 4.12.3) 27.7 seconds to conclude that the constraint is satisfiable. One satisfying assignment is $x=7, y=8, z=0$.
SMT Theory Arbitrage. Theory arbitrage refers to the conversation from the expensive integer constraint in Figure 1a to its bounded counterpart bitvector constraint in Figure 1b. The translation is achieved by traversing the constraint's syntax tree once. Variables are changed to the 12 -bit bitvector type, and constants like 855 are mapped to their equivalent bitvector values. Integer operations like " + " and "*" are converted to their bitvector equivalents, i.e., bvadd and bvmul. Additional constraints, shown on Line 4, are inserted to prevent overflow, preserving the semantics of the unbounded constraint. Z3 can solve the constraint in Figure 1 b in just 0.1 seconds, a speedup by orders of magnitude.
The Benefit of a Bounded Theory. The performance improvement achieved by theory arbitrage derives from solver tactics, which are specific to bounded theories. Bound imposition unlocks these tactics but does not always speed up solving in and of itself. For example, Figure 1c shows the same constraint still in the unbounded theory of integers, but with bounds corresponding to the width 12. This constraint takes 26.3 seconds to solve, nearly the same as the original.

Challenges. The conversion from Figure 1a to Figure 1b produces an equivalent constraint on 12 -bit bitvectors. However, choosing a proper width is challenging. If we select a standard 64-bit width, the constraint takes longer to solve, as shown in Figure 2. On the other hand, if we select an 8 -bit width, the result of the multiplication $7 * 7 * 7$ cannot be represented, and the constraint becomes unsatisfiable. Bound selection thus faces a tradeoff; Section 4 introduces an abstract interpretation to infer widths and balance the competing interests of speed and correctness.
Underapproximation. While it is possible to pick a width wide enough to maintain the semantics of the specific constraint in Figure 1a, it is not possible to select a sufficient width in every case. We must, therefore, underapproximate the solution to the original constraint. If the transformed constraint is unsatisfiable, then it may be that the original constraint was unsat, or it may be that the chosen bounds were not sufficient. The two cases are indistinguishable, so we revert to the original constraint and provide no performance improvement. In the satisfiable case, as in Figure 1b, we can compare the satisfying assignment of the bounded constraint to the original to verify that the selected bounds were sufficient. This verification also handles any semantic differences between the bounded and unbounded theories, like integer overflow or floating-point rounding.

## 3 PRELIMINARIES

### 3.1 Definitions and Problem Statement

An SMT constraint is a first-order logical formula over one or more theories. While in the general case, the set of possible theories and the sorts they define is infinite, we focus on SMT as defined by the SMT-LIB standard [4]. Existing literature includes extensive formal descriptions of the SMT problem [5, 44]; here, we provide a brief overview relevant to our theory arbitrage approach.

Definition 3.1 (SMT Theory). An SMT theory is a pair $T=(\Sigma, A)$ where $\Sigma$ is a signature consisting of sort symbols $S_{1}, S_{2}, \ldots$ and function symbols $F_{1}, F_{2}, \ldots$ and $A$ is a class of $\Sigma$-interpretations.

A theory limits the set of possible interpretations of symbols in the signature $\Sigma$. Intuitively, a theory in SMT-LIB provides a set of sorts (i.e., types) and a set of functions over values from those sorts. With a theory in hand, we can now define formulas.

Definition 3.2 (SMT Formula). Given a theory $T=(\Sigma, A)$ with signature $\Sigma$ and interpretations $A$, an SMT formula $\phi$ is an expression made up of symbols (function applications, variables, or constants) from $\Sigma . \phi$ is satisfiable in $T$, or $T$-satisfiable, if there exists an interpretation in $A$ that satisfies $\phi$.

SMT formulas are a conjunction of several individual constraints; for simplicity of notation in this paper, we refer to constraints, as our strategy can be applied equally to individual assertions and to formulas that conjoin many constraints. In practice, the question of satisfiability for constraints is one of variable assignments. A constraint has a set of variables $v_{1}, v_{2}, \ldots$, each with a particular sort from $T$. If there exists an assignment $v_{1}=x_{1}, v_{2}=x_{2}, \ldots$ of the variables for which evaluating the constraint produces true, then it is satisfiable. If no such assignment exists, it is unsatisfiable.

The SMT-LIB standard defines eight theories: the core theory, arrays, bitvectors, floating-point numbers, integers, real numbers, integer/real conversions, and strings. The core theory defines the boolean sort and the standard set of boolean operations. It also defines equality and inequality comparisons, which apply to all sorts. From the functions defined in these eight theories, SMT-LIB also defines 29 logics; a logic is a combination of functions and sorts from one or more theories that form a coherent whole and for which specific solver strategies may apply [4]. Since we define satisfiability in terms of a boolean result, all logics rely on the core theory.

For constraints in some theories, there are infinitely many different possible assignments of each variable. Other theories have a finite (though typically large) set of possible values for each variable. We state this distinction formally in Definitions 3.3 and 3.4.

Definition 3.3 (Bounded Theory). A theory $T=(\Sigma, A)$ is bounded if for all $S \in \Sigma$, there exits $N \in \mathbb{N}$ such that $|S|<N$.

Definition 3.4 (Unbounded Theory). A theory $T=(\Sigma, A)$ is unbounded if it is not bounded, i.e., if there exists $S \in \Sigma$ such that $S$ has infinite cardinality.

According to Definitions 3.3 and 3.4, the theory of bitvectors is bounded because each bitvector sort allows exactly $2^{n}$ possible values, where $n$ is the bit width. Floating-point numbers are bounded for the same reason. The core theory of boolean operations is also bounded because there are only two possible boolean values. On the other hand, the integer sort represents any member of $\mathbb{Z}$ while the sort of reals represents values from $\mathbb{R}$. These two sorts can take any of infinitely many values, so the theories of integer and real arithmetic are unbounded according to Definition 3.4. The theories of strings and arrays are also unbounded since arrays and strings can be of any length.

Our conversion targets are the theory of bitvectors, which represents machine integers with a fixed width, and floating-point numbers, which represent IEEE-754 floating-point values. The theory of floating-point numbers allows an arbitrary choice of exponent and significand widths, beyond those used in most programming languages. For ease of notation, we adopt Z3's notion of a kind; this is a higher-level sort used to associate similar sorts [25]. In particular, all bitvector sorts are of the bitvector kind, while all floating-point sorts are of the floating-point kind.

The goal of theory arbitrage is to speed up solving over the unbounded theories of integers and reals by converting them to bounded theories. We state the problem formally as follows.

Given an unbounded SMT theory $T$ and a constraint $C$ over $T$, impose bounds on $C$ and construct a new constraint $C^{\prime}$ over some theory $T^{\prime}$ such that

- $T^{\prime}$ is a bounded theory; and
- $C^{\prime}$ and $C$ are equisatisfiable.

Transforming from $C$ to $C^{\prime}$ requires the imposition of a bound on a constraint which, a priori, lacked one. Neither the structure of the SMT problem nor the theories defined in SMT-LIB provide a clear source of such bounds. The key challenge for theory arbitrage is, therefore, how to impose a bound on an unbounded constraint without modifying its semantics.

### 3.2 Imposing Bounds

This section briefly discusses theoretical bounds. Unfortunately, we find that satisfying assignments to unbounded constraints are not subject to any practically useful theoretical bounds. We then demonstrate that there is a tradeoff between picking large bounds, which preserve semantics but are slow to solve, and small bounds, which are faster to solve but less likely to be sufficient to represent constraint semantics. Section 4 introduces a bound inference technique based on abstract interpretation to balance this tradeoff and overcome the lack of theoretical guidance.
Integer Arithmetic. The satisfiability of linear integer arithmetic constraints is decidable, and the values of variables in a satisfying assignment are bounded. The theoretical bound on the solutions to a linear integer problem is $2 n(m a)^{2 m+1}$, where $n$ is the number of variables, $m$ is the number of inequalities, and $a$ is the largest constant [59].

Unfortunately, this theoretical bound on solutions grows exponentially in the number of assertions (inequalities) and, therefore, quickly becomes impractically large, even for relatively small numbers of assertions. Useful SMT problem instances, including those in the SMT-LIB benchmark

Table 1. Summary of theoretical results for unbounded SMT theories.

| Logic | Decidable? | Theoretically Bounded? | Practically Bounded? |
| :---: | :---: | :---: | :---: |
| Linear Integer Arithmetic | Yes | Yes | No |
| Nonlinear Integer Arithmetic | No | No | No |
| Linear Real Arithmetic | Yes | No | No |
| Nonlinear Real Arithmetic | Yes | No | No |



Fig. 2. Performance and semantics preservation for naive transformation with a fixed width for nonlinear and linear integer arithmetic (NIA, LIA), and real arithmetic (NRA, LRA). Timeout is 60 seconds.
set, run to thousands of inequalities. Moreover, the bound only applies to linear integer arithmetic, as its proof arises from a linear algebraic formulation of the problem. By contrast, solutions to nonlinear integer arithmetic constraints, where multiplication of variables is permitted, have no bounds. Indeed, the question of satisfiability is undecidable in the nonlinear case [24].
Real Arithmetic. Both the linear and nonlinear fragments of real arithmetic are decidable. However, their satisfying assignments have no theoretical bounds [66]. Real arithmetic also presents an additional challenge: solutions may be unbounded not only in magnitude but also in precision. In terms of theory arbitrage, this means that representing a real value with a bounded floating-point number may be incorrect for two distinct reasons: the floating-point value may not have the capacity to represent the magnitude of the real value, or the real number may require (possibly infinitely many) more significant digits than are available in the floating-point context.
Table 1 gives a summary of the theoretical results for the unbounded SMT-LIB theories of integers and real numbers. Only for one logic is there even a theoretical bound on satisfying assignments, and this bound is too large to be of practical use. The lack of theoretical bounds means that it is impossible to represent the semantics of an unbounded constraint in a bounded theory with perfect fidelity-approximation is required.
The Bound Selection Tradeoff. Even though no bound is sufficient for every constraint over integer or real arithmetic in theory, most satisfying assignments and intermediate computations fit within reasonably large bounds in practice. The bigger the bounds selected, the more likely they are to be sufficient to correctly represent an unbounded computation; this phenomenon is quantified in Figure 2b. This militates in favor of always selecting large bounds. However, there is a countervailing factor: larger bounds slow down solving. This effect is shown in Figure 2a and is well-known in the literature as a tactic to speed up both programs and solvers [17, 42]. Thus, any implementation of theory arbitrage must balance the need for bounds large enough to faithfully represent unbounded semantics against the need for bounds small enough for solving to run quickly. In Section 4, we introduce a novel abstract interpretation strategy to achieve this balance.


Fig. 3. Overview of the theory arbitrage approach.

## 4 REALIZING THEORY ARBITRAGE

Our transformation methodology consists of four steps, as summarized in Figure 3. Given a constraint in an unbounded theory, we first select a bounded sort whose domain is a subset of the original unbounded sort and define mappings between functions and constants. Next, we pick bounds. We do this by conducting abstract interpretation to find a likely upper bound on values in the constraint. Then, we translate the constraint to the newly selected theory. Finally, we solve the transformed constraint and verify whether its solution also satisfies the original. If it does, we provide the result to the user; otherwise, we revert to the original constraint.

### 4.1 Sort Selection

Consider an unbounded SMT theory $T$; according to Definition 3.4, $T$ has at least one sort $S$ such that $|S|$ is infinite. We select a bounded theory $T^{\prime}$ with a sort kind $K$ that approximates $S$, modulo bounds. $T^{\prime}$ should also contain functions over sorts in $K$ which have equivalent or nearly equivalent semantics to functions over $S$ in $T$. The notion of sort correspondence is formalized in Definition 4.1.

Definition 4.1 (Sort Correspondence). Let $S$ be an unbounded sort. A sort correspondence is a tuple $(S, K, \phi, \mathcal{M})$, where $S$ is a unbounded sort, $K$ is a kind, $\phi$ is a partial function from $S$ to members of $K$, and $\mathcal{M}$ is a mapping between functions such that
(i) $K$ is countable and for all $S^{\prime} \in K, S^{\prime}$ is finite;
(ii) $\phi$ is a partial surjection for every member of $K$, i.e., for all $S^{\prime} \in K$, for all $v \in S^{\prime}, \phi^{-1}(v) \in S$;
(iii) For any pair of sorts $S_{0}^{\prime}, S_{1}^{\prime} \in K$, if $S_{0}^{\prime} \subseteq S_{1}^{\prime}$, then $\phi^{-1}\left(S_{0}^{\prime}\right) \subseteq \phi^{-1}\left(S_{1}^{\prime}\right)$;
(iv) $\mathcal{M}$ is an injective mapping from functions over $S$ to functions over members of $K$; that is, for all functions $f: S^{i} \rightarrow S^{j}$, there exists $S^{\prime} \in K$ such that $\mathcal{M}(f): S^{\prime i} \rightarrow S^{\prime j}$.

For theories with multiple unbounded sorts, we could in principle generate a sort correspondence for each one. However, in the integer and real cases, there is only one unbounded sort per theory. We expect the mapping $\mathcal{M}$ to produce functions with the same purpose. For instance, in real numbers, we have $\mathcal{M}(+)=$ fp.add. However, Definition 4.1 does not require that $\mathcal{M}$ exactly preserve semantics. In fact, we explicitly allow some semantic differences, as formalized in Definition 4.2.

Definition 4.2 (Semantic Difference). Given a sort correspondence ( $S, K, \phi, \mathcal{M}$ ), a semantic difference is a pair $(f, v)$ such that

$$
\phi(f(v)) \neq \mathcal{M}(f)(\phi(v)) .
$$

Definition 4.2 is required to capture slight differences in the semantics of operations in bounded and unbounded theories; semantic differences occur in small numbers in both the integer-bitvector and real-floating-point sort correspondences because of integer overflow and floating-point rounding. For example, fp.add and + have the same effect on most inputs, but fp.add may produce slightly different results from regular addition because of floating-point rounding. Semantic differences are not fatal to our transformation strategy, but they do affect the underapproximation approach: the more semantic differences there are, the less likely it is that the translated constraint can be verified. $\mathcal{M}$ should therefore be constructed to minimize the number of semantic differences.

```
1 (declare-fun a () Int)
2 (declare-fun b () Int)
3 (assert (>= a 15))
4 (assert (< (- a b) 0))
(check-sat)
```

(a) Simple SMT constraint with satisfying assignment $a=15, b=16$. The width needed to represent the largest constant 15 is four, which is insufficient to represent the satisfying assignment.

(b) AST of the assertion on Line 4. Boxed numbers represent the width for each value, and are propagated upwards. For variables, we assume the width of the largest constant, four.

Fig. 4. An illustrative example of bound inference on an integer constraint.
In the integer case, let $S$ be the sort of (unbounded) integers and $K$ the kind of bitvectors; the members of $K$ are the sorts corresponding to each bitvector width. We define $\phi$ to be the function that converts an integer to its binary representation. Bitvectors clearly meet condition (i) of Definition 4.1. In addition, $\phi$ is a partial surjection by construction, fulfilling property (ii), and for any fixed width sort $S_{n}$, the inverse image of $S_{n}$ under $\phi$ is a subset of $S_{n+1}$, fulfilling property (iii). $\mathcal{M}$ maps * to bvmul, + to bvadd, < to bvslt, etc. There is one source of semantic differences for integers: overflow in the bitvector theory.

In the real number case, $S$ is the sort of real numbers, and $K$ is the kind of floating-point values in SMT-LIB-as in the integer case, $K$ fulfills property (i) of Definition 4.1. The function $\phi$ maps real fractional values into their floating-point representation according to IEEE-754. $\phi$ is partial because there are some real values (irrational values like $\pi$ or $e$, for instance) that cannot be mapped to floating-point values. Every floating-point value, though, does have a corresponding real value, fulfilling property (ii). ${ }^{1}$ Property (iii) also holds, since a wider floating-point sort can always represent values from a narrower floating-point sort. The definition of $\mathcal{M}$ is intuitive; $\mathcal{M}(-)=$ fp.sub, $\mathcal{M}(/)=$ fp.div, etc. Semantic differences arise from floating-point rounding.

### 4.2 Bound Inference via Abstract Interpretation

In this subsection, we first provide an example to guide intuition about bound inference, and then formalize our analysis as an abstract interpretation. The concrete domain is the semantics of the constraint, while the abstract domain is the set of widths needed to represent values in the constraint. Our abstract interpretation strategy allows STAUB to select bounds for an input constraint, which balances the tradeoff between large and small bounds.
Example. Figure 4 shows a simple constraint to provide intuition about our bound inference strategy. To translate it to a bounded constraint, we must pick a bit width. The largest constant is 15 , which requires four bits; however, the satisfying assignment includes $b=16$, so choosing a width of four is not sufficient. Instead, we analyze the constraint with an abstract semantics representing the maximum width of values at each syntax tree node, as shown in Figure 4b. We use the largest constant width as an assumption for the variables $a$ and $b$. At each AST node, we propagate the width up, changing it according to the semantics of each operation. For instance, the result of subtraction may require one more bit than the inputs, so we take the maximum child width (four) and add one to produce a width of five. This process is repeated for <, which simply takes the maximum widths of its children. The result is the width five, which is sufficient to represent the satisfying assignment. We now formalize our analysis as an abstract interpretation.

[^1]
#### Abstract

Semantics for Integers. The concrete domain is the power set of integers with no bounds, along with booleans: $\mathbb{C}=\mathcal{P}(\mathbb{Z} \cup\{$ true, false $\})$. The operations on $\mathbb{C}$ are as defined in SMT-LIB, including the standard mathematical functions for addition, subtraction, multiplication, etc. As usual, the ordering on $\mathbb{C}$ is the subset relation $\subseteq$. We define the abstract domain to be the set of positive integers $\mathbb{A}=\mathbb{Z}^{+}$, with the normal arithmetic ordering $\leq$. Intuitively, members of $\mathbb{A}$ represent bit widths; that is, $a \in \mathbb{A}$ represents all integers that can be represented in binary form with $a$ or fewer digits.

The abstraction function $\alpha_{i}: \mathbb{C} \rightarrow \mathbb{A}$ maps a set of integers to the width needed to represent the largest member in binary as in Equation 1. Width is based on the absolute value, with one additional bit to represent negative values in two's complement. Since $\mathbb{C}$ contains booleans, we


 extend the definition of absolute value by fixing $|c|=1$ if $c$ is a boolean value.$$
\begin{equation*}
\alpha_{i}(C)=\left\lceil\left(\log _{2} 10\right) \cdot(\max \{|c|: c \in C\})\right\rceil+1 \tag{1}
\end{equation*}
$$

The concretization function $\gamma_{i}: \mathbb{A} \rightarrow \mathbb{C}$ maps a width to the set of integers which can be represented with that width, as shown in Equation 2. The output always includes both boolean values.

$$
\begin{equation*}
\gamma_{i}(a)=\left[-2^{a-1}, 2^{a-1}-1\right] \cup\{\text { true, false }\} \tag{2}
\end{equation*}
$$

Lemma 4.3. $\alpha_{i}$ and $\gamma_{i}$ form a Galois connection.
Proof. $(\Rightarrow)$ Let $a \in \mathbb{A}$ and $C \in \mathbb{C}$ be arbitrary and suppose that $\alpha_{i}(C) \leq a$. From the construction of $\alpha_{i}$, every single member of $C$ can be represented in $\alpha_{i}(C)$ or fewer bits or is a boolean. Since $\alpha_{i}(C) \leq a$, every member of $C$ can be represented by $a$ or fewer bits. Because $\gamma_{i}(a)$ is the set of values that can be represented in $a$ bits, including true and false, we have that $C \subseteq \gamma_{i}(a)$.
$(\Leftarrow)$ Again let $a \in \mathbb{A}$ and $C \in \mathbb{C}$ be arbitrary. Suppose that $C \subseteq \gamma_{i}(a)$. Since $\gamma_{i}(a)$ is the set of all integers that can be represented in $a$ bits or fewer, union booleans, every value in $C$, including the maximum (in magnitude) value, can be represented in $a$ or fewer bits. Thus $\alpha_{i}(C) \leq a$.

Finally, we must define the semantics of each concrete integer function in the abstract domain $\mathbb{A}$. The abstract semantics of each type of expression is given in Figure 5a. Constants are given their actual width, while variables are assigned an unknown variable width $x$. Expressions that produce a boolean, like and, or, and xor, simply propagate the maximum widths of their arguments. Each integer operation has defined semantics; for example, multiplication can involve adding together the widths of its operands, while addition can only produce a result one bit wider than its inputs. We have constructed the abstract semantics given in Figure 5a so that they preserve order in the abstract domain.
Abstract Semantics for Real Numbers. For real constraints, the concrete domain is the power set of real numbers union with booleans, $\mathbb{C}=\mathcal{P}(\mathbb{R} \cup\{$ true, false $\})$. The operations on $\mathbb{C}$ are those defined in SMT-LIB, as in the integer case. The ordering on $\mathbb{C}$ is the subset relation $\subseteq$. We define the abstract domain to be the set of pairs of positive integers $\mathbb{A}=\mathbb{Z}^{+} \times\left(\mathbb{Z}^{+} \cup\{\infty\}\right)$. We define a partial ordering $\leq$ on $\mathbb{A}$ as follows: for $\left(m_{1}, p_{1}\right),\left(m_{2}, p_{2}\right) \in \mathbb{A}$,

$$
\begin{equation*}
\left(m_{1}, p_{1}\right) \leq\left(m_{2}, p_{2}\right) \Longleftrightarrow m_{1} \leq m_{2} \wedge\left(p_{2}=\infty \vee p_{1} \leq p_{2}\right) \tag{3}
\end{equation*}
$$

Equation 3 is not the standard lexicographical order; one pair precedes another only if both of its elements are smaller than the elements of the other. Intuitively, members of $\mathbb{A}$ represent pairs of magnitude and precision, and we therefore denote them with ( $m, p$ ). The first element represents the number of binary digits required to represent the magnitude of a real value, i.e., the number of bits needed to represent the next largest integer. The second element represents the number of binary significant figures required to exactly represent a real value.

$$
\begin{aligned}
\llbracket n \rrbracket & =\left\lceil|n|\left(\log _{2} 10\right)\right\rceil+1 \\
\llbracket \operatorname{var} \rrbracket & =x \\
\llbracket\left(\mathrm{ite} b E_{1} E_{2}\right) \rrbracket & =\max \left(\llbracket E_{1} \rrbracket, \llbracket E_{2} \rrbracket\right) \\
\llbracket\left(\mathrm{abs} E_{1}\right) \rrbracket, \llbracket\left(-E_{1}\right) \rrbracket & =\llbracket E_{1} \rrbracket \\
\llbracket\left(+E_{1} E_{2}\right) \rrbracket, \llbracket\left(-E_{1} E_{2}\right) \rrbracket & =\max \left(\llbracket E_{1} \rrbracket, \llbracket E_{2} \rrbracket\right)+1 \\
\llbracket\left(* E_{1} E_{2}\right) \rrbracket & =\llbracket E_{1} \rrbracket+\llbracket E_{2} \rrbracket \\
\llbracket\left(/ E_{1} E_{2}\right) \rrbracket & =\max \left(\llbracket E_{1} \rrbracket, \llbracket E_{2} \rrbracket\right) \\
\llbracket\left(\bmod E_{1} E_{2}\right) \rrbracket & =\llbracket E_{1} \rrbracket \\
\llbracket\left(\operatorname{boolop} E_{1} E_{2}\right) \rrbracket & =\max \left(\llbracket E_{1} \rrbracket, \llbracket E_{2} \rrbracket\right)
\end{aligned}
$$

(a) Abstract semantics for integer operations.

$$
\begin{aligned}
& \llbracket n \rrbracket=\left(\left\lceil|n|\left(\log _{2} 10\right)\right\rceil+1, \operatorname{dig}(n)\right) \\
& \llbracket \mathrm{var} \rrbracket=\left(x_{m}, x_{p}\right) \\
& \llbracket\left(\text { ite } b E_{1} E_{2}\right) \rrbracket=\left(\max \left(\llbracket E_{1} \rrbracket_{m}, \llbracket E_{2} \rrbracket_{m}\right),\right. \\
&\left.\max \left(\llbracket E_{1} \rrbracket_{p}, \llbracket E_{2} \rrbracket_{p}\right)\right) \\
& \llbracket\left(-E_{1}\right) \rrbracket=\llbracket E_{1} \rrbracket \\
& \llbracket\left(+E_{1} E_{2}\right) \rrbracket, \llbracket\left(-E_{1} E_{2}\right) \rrbracket=\left(\max \left(\llbracket E_{1} \rrbracket_{m}, \llbracket E_{2} \rrbracket_{m}\right)+1,\right. \\
&\left.\max \left(\llbracket E_{1} \rrbracket_{p}, \llbracket E_{2} \rrbracket_{p}\right)\right) \\
& \llbracket\left(* E_{1} E_{2}\right) \rrbracket=\left(\llbracket E_{1} \rrbracket_{m}+\llbracket E_{2} \rrbracket_{m}, \llbracket E_{1} \rrbracket_{p}+\llbracket E_{2} \rrbracket_{p}\right) \\
& \llbracket\left(/ E_{1} E_{2}\right) \rrbracket=\left(\max \left(\llbracket E_{1} \rrbracket_{m}, \llbracket E_{2} \rrbracket_{m}\right), \infty\right) \\
& \llbracket\left(\operatorname{boolop} E_{1} E_{2}\right) \rrbracket=\left(\max \left(\llbracket E_{1} \rrbracket_{m}, \llbracket E_{2} \rrbracket_{m}\right),\right. \\
&\left.\max \left(\llbracket E_{1} \rrbracket_{p}, \llbracket E_{2} \rrbracket_{p}\right)\right)
\end{aligned}
$$

(b) Abstract semantics for real number operations.

Fig. 5. Abstract semantics for the integer and real number domains. "boolop" represents any of and, or, xor, etc. For real numbers, $\llbracket E \rrbracket_{m}$ denotes the magnitude element of $\llbracket E \rrbracket$ while $\llbracket E \rrbracket_{p}$ denotes the precision element.

The real abstraction function $\alpha_{r}: \mathbb{C} \rightarrow \mathbb{A}$ maps a set of real values to a pair representing the greatest magnitude and greatest precision required to represent any value in the set; the formal definition is given in Equation 4, where $\operatorname{dig}(c)$ is the minimum number of binary significant digits needed to exactly represent a real number $c$; i.e., $\operatorname{dig}(c)=\min \left\{d \in \mathbb{Z}^{+}:\left(2^{d} c\right) \in \mathbb{Z}\right\}$. Note that for irrational numbers, $\operatorname{dig}(c)=\infty$. For boolean $c$, we set $|c|=1$ and $\operatorname{dig}(c)=0$.

$$
\begin{equation*}
\alpha_{r}(C)=\left(\left\lceil\left(\log _{2} 10\right) \cdot(\max \{\lceil|c|\rceil: c \in C\})\right\rceil+1, \max \{\operatorname{dig}(c): c \in C\}\right) \tag{4}
\end{equation*}
$$

The concretization function $\gamma_{r}: \mathbb{A} \rightarrow \mathbb{C}$ maps a magnitude-precision pair to the set of real values of lower or equal magnitude and no greater precision, as shown in Equation 5.

$$
\begin{equation*}
\gamma_{i}((m, p))=\left\{v \in\left[-2^{m-1}, 2^{m-1}-1\right]:\left(2^{p} v\right) \in \mathbb{Z} \vee p=\infty\right\} \cup\{\text { true, false }\} \tag{5}
\end{equation*}
$$

Lemma 4.4. $\alpha_{r}$ and $\gamma_{r}$ form a Galois connection.
Proof. $(\Rightarrow)$ Let $(m, p) \in \mathbb{A}$ and $C \in \mathbb{C}$ be arbitrary. Suppose that $\alpha_{r}(C) \leq(m, p)$. Then (1) every element of $C$ has a magnitude no greater than $2^{m}$ (including booleans); and (2) every element of $C$ requires no more than $p$ bits to be represented exactly (where $p$ may be infinite). For any element $c \in C$, from (1) it holds that $c \in\left[-2^{m-1}, 2^{m-1}-1\right]$, and from (2) it holds that either $2^{p} c$ is an integer or $p=\infty$. But these are exactly the conditions given in Equation 5, therefore $C \subseteq \gamma_{i}((m, p))$.
$(\Leftarrow)$ Let $(m, p) \in \mathbb{A}$ and $C \in \mathbb{C}$ be arbitrary and suppose $C \subseteq \gamma_{i}((m, p))$. According to Equation 5, every element $c \in C$ is a boolean, or is in the interval $\left[-2^{m-1}, 2^{m-1}-1\right]$ with either $p=\infty$ or $2^{p} c \in \mathbb{Z}$. Thus, the magnitude of $\alpha_{r}(C)$ is less than or equal to $m$. Moreover, either $p=\infty$ or the element of $C$ requiring the most significant digits can be represented exactly with $p$ digits or fewer. In the first case, by the definition of the ordering $\leq, \alpha_{r}(C) \leq(m, p)$ since $p=\infty$. In the second case, we have that the precision portion of $\alpha_{r}(C)$ is less than or equal to $p$ and so $\alpha_{r}(C) \leq(m, p)$.

Figure 5b gives the abstract semantics of each real number function in SMT-LIB. Constants are given their actual width and precision, while variables are assigned an unknown variable magnitude and precision $\left(x_{m}, x_{p}\right)$. Because there are no irrational constants in SMT-LIB, constants never result in an infinite precision value. As for integers, the semantics of Figure $5 b$ preserve order in the abstract domain.

Soundness and Implications. The abstract semantics for both integers and real numbers allow us to perform abstract interpretation on constraints over real numbers and integers in SMT-LIB. Since both $\gamma_{i}, \alpha_{i}$ and $\gamma_{r}, \alpha_{r}$ form Galois connections, the abstract interpretation is sound [20]. This leads to the following theorem.

Theorem 4.5 (Soundness of Abstract Interpretation). Let $S$ be a constraint and $\llbracket S \rrbracket$, parameterized by a variable $x$, be the result of conducting abstract interpretation on $S$. If $S$ is satisfiable, then all satisfying assignments of S require no more than $\llbracket S \rrbracket$ width (or $\llbracket S \rrbracket_{m}, \llbracket S \rrbracket_{p}$ width and precision in the real case) to be represented. Moreover, if evaluating $S$ on a satisfying assignment, the result of every intermediate operation in $S$ has the same property.

In other words, the soundness of our abstract interpretation implies that any satisfying assignment of $S$ can be found using only the number of bits given by $\llbracket S \rrbracket$. If $S$ is sat, then we can find its satisfying assignment with computations bounded by the inferred number of bits. The contrapositive means that if no assignment of variables to satisfy $S$ can be found within the bounds given by $\llbracket S \rrbracket$, then $S$ is unsat. The only drawback is that the result of abstract interpretation is symbolic in the width assumption value $x$.

Unfortunately, there is no choice of $x$ which is sound for all constraints; indeed, the theoretical unboundedness result implies that no such $x$ exists. Our choice of $x$, therefore, leads to underapproximation. In practice, we let $x$ be the width of the largest constant present in the constraint, plus one bit. Use of the largest constant is a common strategy in program analysis [52]. For integers, it may be that this $x$ is not large enough; in this case, $\llbracket S \rrbracket$ will produce a width that underapproximates the width needed to solve the constraint. Real numbers are subject to the same problem, but there is also a second hurdle: abstract interpretation may produce an infinite precision value. In practice, we must bound $\llbracket S \rrbracket_{p}$ to some reasonable value, and in our implementation of STAUB we achieve this by modifying the abstract semantics of the division operation so that $\llbracket\left(/ E_{1} E_{2}\right) \rrbracket=\left(\llbracket E_{1} \rrbracket_{m}+\llbracket E_{2} \rrbracket_{m}, \llbracket E_{1} \rrbracket_{p}+\llbracket E_{2} \rrbracket_{p}\right)$. This assumption results in further underapproximation in practice.
Implementation. We implement our analysis as a custom abstract interpretation in order to integrate it with constraint parsing, thus maximizing efficiency. We use a simple syntax tree traversal because this aligns with the properties of SMT-LIB. In particular, SMT-LIB is declarative, with simple syntax trees consisting of variables, constants, and pure function applications. Since there are no variable assignments, the abstract domains for both integers and real numbers are inherently relational, and because each branch of the syntax tree is independent, the analysis is modular as well. This gives rise to a simple analysis that traverses a constraint's syntax tree, applying the abstraction function to values and the abstract semantics given in Figure 5 to each function application. Runtime is critical for theory arbitrage since the abstract interpretation must be performed live for each constraint, rather than being run once statically for a program whose performance it does not affect as in more traditional practical applications. In Section 6.3, we describe why the performance of abstract interpretation is critical in STAUB's implementation and discuss the possibility of alternative abstract interpretation strategies.

### 4.3 Constraint Transformation

With a theory correspondence and bounds, we can convert a constraint over an unbounded theory into a bounded one. For each variable, we simply map its sort to the sort $S^{\prime} \in K$ identified via abstract interpretation. For instance, if $\llbracket S \rrbracket=12$ for an integer constraint, we translate it to the 12 -bit bitvector type. We convert each constant to the equivalent value in the new sort using the definitions of $\phi$ for integers and real numbers, a straightforward process.

| Bounded <br> Result | sat | unsat |  |
| :--- | :--- | :--- | :--- |
| Assignment <br> matches? |  |  |  |
| Conclusion | sat | sone | None |
| Effect | specdur | kevert | Revent |

(a) Table of possible cases.

(b) Visualization of possible assignments and each case.

Fig. 6. Summary of possible cases after STAUB application. The diagram shows the space of all possible solutions, with a subset satisfying the original constraint in white. The inner circle represents assignments that satisfy the bounded constraint after STAUB is applied.

We next turn to the mapping $\mathcal{M}$. There are six mathematical operations on integers: absolute value, negation, addition, subtraction, multiplication, and division. Each has a corresponding bitvector operation: abs, bvneg, bvadd, bvsub, bvmul, and bvsdiv. There are also six comparison operations: $=, \neq, \leq,<, \geq$, and $>$. Equality and inequality are identical for integers and bitvectors, and the four comparators are mapped to bvsle, bvslt, bvsge, bvsgt. In the real number case, there are five functions-the same as for integers, but without absolute value. These are mapped to fp.neg, fp.add, fp.sub, fp.mul, and fp. div. The comparison functions are analogous to the integer case.

Each operation in both the integer and floating-point cases has some semantic differences; that is, some cases where the result of the function application differs between the bounded and unbounded theories. In the integer case, this occurs because of overflow semantics in the theory of bitvectors. In the floating-point case, it occurs because of IEEE-754 floating-point rounding. For integers, we add constraints to prohibit overflow by invoking SMT-LIB's bvaddo, bvsubo, etc. predicates. ${ }^{2}$ For real numbers, there is no way to prevent existing solvers from using floating-point rounding semantics.

### 4.4 Verification

Because the choice of $x$ creates an underapproximation, the constraint $C^{\prime}$ produced by the translation step may not be equisatisfiable with the original constraint $C$. To prevent uncertainty about correctness, we add a verification step to ensure that the bounds produced by abstract interpretation are sufficient for a particular constraint. We conduct this verification according to the portfolio approach to solving [68]: we run STAUB and a solver in parallel. If the solver finishes first, we take its result and do not change performance. If STAUB finishes first, on the other hand, there are three possible cases, shown in Figure 6. In particular, if STAUB produced a sat result, we verify that the satisfying assignment also satisfies the original unbounded constraint.
(1) The transformed constraint is unsat. The bounded constraint may be unsat because the original constraint was or because the selected bounds were insufficient. The two cases cannot be distinguished, so we default to the original constraint and provide no speedup.
(2) The transformed constraint is sat, and its satisfying assignment also satisfies the original constraint. In this case, we return the satisfying assignment to the user, providing a substantial speedup.
(3) The transformed constraint is sat, but its satisfying assignment does not satisfy the original constraint. This circumstance arises as the result of semantic differences like floating-point rounding; the solver may have found an assignment that relies on a semantic difference to produce a sat result. We default to the original constraint.

[^2]The cumulative effect of our underapproximation approach is to dramatically speed up a subset of constraints while providing no benefit on other constraints. In practice, our theory arbitrage achieves large speedups on a large proportion of satisfiable constraints while providing no improvement on unsatisfiable constraints. In the next section, we evaluate the benefits of the approach, including the precision of our abstract interpretation bound inference strategy.

## 5 EVALUATION

We evaluate our theory arbitrage approach extensively on standard SMT benchmarks, in combination with the bitvector and floating-point constraint optimizer SLOT [50], and with a practical program analysis tool, the Ultimate Automizer, that uses SMT solving to prove termination [36]. We summarize our findings as follows.

- Theory arbitrage speeds up average solving by up to $1.4 \times$, and makes hundreds of unknown constraints tractable. Our abstract interpretation approach outperforms a fixed choice of width. The improvement is particularly strong for nonlinear integer constraints; some linear integer and real constraints are sped up, but mean speedups are lower for these logics.
- Beyond its own speedup, STAUB unlocks further optimizations available for bounded theories, achieving an additional $2 \times-3 \times$ speedup.
- Our approach to improving solver performance can benefit a client application even under pessimistic circumstances; STAUB speeds up constraint solving for the Ultimate Automizer by about $9 \%$.


### 5.1 Experimental Setup

Given an SMT constraint $C$ over an unbounded theory, suppose it takes a solver $T_{\text {pre }}$ time to solve the constraint. A solver user experiences an improvement if we can provide a correct solution to $C$ in less than $T_{\text {pre }}$ time. STAUB is not a solver, but a pre-processor compatible with any SMT-LIB-compliant solver. Thus, we must consider first the time it takes to transform the unbounded constraint into a bounded one with STAUB $\left(T_{\text {trans }}\right)$, the time it takes a solver to solve the bounded constraint ( $T_{\text {post }}$ ), and the time it takes to verify the bounded solution ( $T_{\text {check }}$ ).

A performance improvement occurs in one of two ways. First, if a solver produced an unknown or timeout result on a constraint and STAUB succeeds in producing a satisfying assignment, this gives a user a result for a previously unknown constraint; we call such a case a tractability improvement. Second, a user experiences a performance improvement if the entire final running time is less than the initial: $T_{\text {pre }}>T_{\text {trans }}+T_{\text {post }}+T_{\text {check }}$. We measure the magnitude of the speedup as a ratio, i.e., $\alpha=\frac{T_{\text {pre }}}{T_{\text {trans }}+T_{\text {post }}+T_{\text {check }}}$ and focus on $\alpha$ on average over many constraints following portfolio methodology [68]. The use of portfolio methodology is a key part of STAUB's structure because it is essential to handling unsat constraints that are not known to be unsatisfiable initially. While a portfolio approach ensures that no cases are slowed down, it comes with the drawback that two cores are required. Some constraints are sped up by STAUB while others are fastest in original form, for instance, taking advantage of numeric algorithms for real numbers.

With measurement definitions in mind, we ask the following three research questions.

- RQ1: Does theory arbitrage improve solver performance? Specifically, how many tractability improvements occur, and what is the mean value of $\alpha$ over benchmarks?
- RQ2: Does STAUB unlock speedups for bounded constraints? Specifically, does STAUB enable the use of an existing optimization for bounded constraints to increase $\alpha$ further?
- RQ3: How much does STAUB improve a client analysis? Specifically, does the performance improvement provided by STAUB translate to better performance of a state-of-the-art termination proving tool?

Table 2. Count of tractability improvements for each logic and solver, including comparison of STAUB to fixed width choices. The last column represents cases that could not be solved by either solver originally but could be solved by at least one solver after theory arbitrage.

|  | Z3 |  |  | CVC5 |  |  | Z3 CVC5 |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 8-bit | 16-bit | STAUB | 8-bit | 16-bit | STAUB | 8-bit | 16-bit | STAUB |
| NIA | 184 | 63 | 305 | 2,594 | 1,464 | 3,241 | 148 | 47 | 278 |
| LIA | 27 | 9 | 67 | 63 | 26 | 110 | 24 | 8 | 63 |
| NRA | 0 | 3 | 1 | 4 | 13 | 6 | 0 | 1 | 0 |
| LRA | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Implementation. We have implemented our approach in C++ as an end-to-end tool enabling parsing of input constraints, abstract interpretation, output of transformed constraints, and underapproximation checking. We use Z3's parser for the SMT-LIB language and embed solving and underapproximation checking with Z3 in STAUB. We also provide a terminal flag to allow the output of SMT-LIB bounded constraints for use with other solvers.
Benchmarks. We use as test cases the standard solver benchmarks provided with SMT-LIB for the unbounded theories [4]. There are four sets of benchmarks: linear integer arithmetic (QF_LIA, 13,224 constraints), nonlinear integer arithmetic (QF_NIA, 25,358 constraints), linear real arithmetic (QF_LRA, 1,753 constraints), and nonlinear real arithmetic (QF_NRA, 12,134 constraints). We evaluate using the quantifier-free versions of each logic and leave the extension of STAUB to quantified logics to future work. For our evaluation with the Ultimate Automizer [36], we use 97 C programs taken from the SV-COMP benchmark set for termination proving [9].
Solvers. We select Z3 and CVC5 [3] for testing because they are the two state-of-the-art general SMT solvers most widely used in existing work [16, 67]. For RQ2, we use SLOT [50], an open-source tool that speeds up the solving of bitvector and floating-point constraints by applying compiler optimizations. For RQ3, we evaluate using the open-source Ultimate Automizer, a state-of-the-art tool for proving termination proving [36]. For all solvers and tools, we test with the latest available development versions as of October 2023.
Testing Environment. All experiments are performed on a server with two AMD EPYC 7402 CPUs and 512GB RAM, running Ubuntu 20.04. We test with timeouts up to 300 seconds, in line with those used in prior work [16, 49, 50]. When measuring speedups, we report the geometric mean, and count solver and STAUB timeouts as 300 -second contributions.

### 5.2 RQ1: Does theory arbitrage improve solver performance?

To answer the performance question, we investigate tractability improvements and proportional speedups. We also compare STAUB's abstract interpretation-based width inference to a static choice of fixed widths.
Tractability Improvements. Table 2 shows the number of tractability improvement cases for each solver and each logic at 300 seconds; the "STAUB" columns contain the overall result. Theory arbitrage performs by far the best for nonlinear integers, allowing CVC5 to solve thousands of constraints for which it originally timed out. Z3 also sees hundreds of traceability improvements. We achieve more modest tractability improvements for linear integer and nonlinear real arithmetic. There are no tractability improvements for linear real arithmetic; this is an effect of a large number of semantic difference cases and the small size of the benchmark set, which contains only 251 constraints that originally time out.


Fig. 7. Plots of final versus initial solving time for each solver on each benchmark set. The $x$-axis is the original solving time, and the $y$-axis is the solving time after STAUB is applied. Points below the diagonal represent reductions in solving time, while values along the line $x=300$ represent tractability improvements. Figures $7 \mathrm{e}-7 \mathrm{~h}$ are plotted with a logarithmic scale since most constraints have very small initial solving time. All measurements include $T_{\text {trans }}$ and $T_{\text {check }}$.

Proportional Speedups. Figure 7 gives plots of the performance of benchmark constraints before and after theory arbitrage is applied. Points along the diagonal represent no change in performance, points below the diagonal represent a performance improvement, and points along the right edge of the graph represent tractability improvements. Our use of portfolio methodology [68] means that no cases experience worse performance (above the diagonal). STAUB is again most effective on nonlinear integer arithmetic, with cases roughly randomly distributed at various levels of improvement. STAUB produces more traceability improvements under CVC5, but also more cases with no improvement compared to Z3. A similar pattern, though with fewer cases, emerges for linear integers. Nonlinear real arithmetic is substantially sped up for a few dozen constraints under CVC5, but in general, most of the verifiable constraints in real arithmetic have short initial solving times.

Table 3 shows the results in numerical form, giving the geometric mean speedups achieved by STAUB in the column labeled "STAUB Verified Speedup". For all logics and solvers but QF_LRA, STAUB achieves large speedups on verified cases; as much as $5.5 \times$ for QF_NIA and up to $14 \times$ for a small number of nonlinear real constraints. The "Overall Speedup" column gives the mean speedup over the entire benchmark set-both verified cases, which are sped up substantially, and unsat and semantic difference cases which experience no improvement. For instance, in the first row, a $1.82 \times$ speedup on 8,121 of 25,358 cases translates to a $1.21 \times$ speedup overall. We break out constraints by intervals of initial solving time because the cost of running STAUB is large relative to $T_{\text {pre }}$ for small constraints, affecting proportional but not absolute speedups. The results show that STAUB is most effective for QF_NIA, but still speeds up linear integer and nonlinear real constraints. In addition, Table 3 demonstrates that performance improvements are not solver-specific, as improvements occur for both Z3 and CVC5.

Table 3. Geometric mean speedups for each logic for various original solving time intervals. Each "Verified Cases" column gives the number of constraints where the satisfying assignment after theory arbitrage could be verified. "Verified Speedup" is the geometric mean speedup for verified cases, and "Overall Speedup" is the geometric mean speedup for the entire benchmark set, including cases that could not be verified. The "SLOT" column gives the overall speedup after application of SLOT (Section 5.3). All measurements include $T_{\text {trans }}$ and $T_{\text {check }}$.

| Logic | Solver | T_pre | Count | Fixed 8-bit |  |  | Fixed 16-bit |  |  | STAUB |  |  | SLOTOverallSpeedup |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Verified Cases | Verified Speedup | Overall Speedup | Verified Cases | Verified Speedup | Overall Speedup | Verified Cases | Verified Speedup | Overall Speedup |  |
| NIA | Z3 | 0-300 | 25,358 | 7,434 | 1.204 | 1.056 | 5,094 | 1.53 | 1.089 | 8,121 | 1.820 | 1.211 | 1.480 |
|  |  | 1-300 | 18,632 | 4,870 | 1.302 | 1.071 | 2,760 | 2.145 | 1.12 | 5,565 | 2.215 | 1.268 | 1.659 |
|  |  | 60-300 | 7,963 | 490 | 3.232 | 1.075 | 204 | 15.114 | 1.072 | 798 | 4.857 | 1.172 | 1.461 |
|  |  | 180-300 | 6,654 | 233 | 4.393 | 1.053 | 79 | 10.113 | 1.028 | 393 | 5.482 | 1.106 | 1.252 |
|  | CVC5 | 0-300 | 25,358 | 7,434 | 3.248 | 1.412 | 5,094 | 3.264 | 1.268 | 8,121 | 1.998 | 1.248 | 2.763 |
|  |  | 1-300 | 21,607 | 5,787 | 4.483 | 1.495 | 3,383 | 5.900 | 1.320 | 6,320 | 2.370 | 1.287 | 3.225 |
|  |  | 60-300 | 14,224 | 3,130 | 11.194 | 1.702 | 1,755 | 21.383 | 1.459 | 3,809 | 3.386 | 1.386 | 4.263 |
|  |  | 180-300 | 12,849 | 2,769 | 12.249 | 1.716 | 1,558 | 24.542 | 1.474 | 3,423 | 3.498 | 1.396 | 4.387 |
| LIA | Z3 | 0-300 | 13,224 | 2,208 | 1.011 | 1.002 | 3,648 | 1.003 | 1.001 | 4,400 | 1.014 | 1.005 | 1.008 |
|  |  | 1-300 | 4,273 | 95 | 1.276 | 1.005 | 64 | 1.174 | 1.002 | 171 | 1.426 | 1.014 | 1.024 |
|  |  | 60-300 | 2,147 | 46 | 1.653 | 1.011 | 14 | 20.83 | 1.005 | 91 | 1.942 | 1.029 | 1.047 |
|  |  | 180-300 | 1,408 | 34 | 1.965 | 1.016 | 9 | 3.131 | 1.007 | 75 | 2.157 | 1.042 | 1.067 |
|  | CVC5 | 0-300 | 13,224 | 2,208 | 1.246 | 1.037 | 3,648 | 1.100 | 1.027 | 4,400 | 1.002 | 1.001 | 1.013 |
|  |  | 1-300 | 6,608 | 282 | 2.509 | 1.040 | 531 | 1.320 | 1.023 | 818 | 1.009 | 1.001 | 1.026 |
|  |  | 60-300 | 3,969 | 90 | 2.601 | 1.022 | 47 | 3.569 | 1.015 | 140 | 1.044 | 1.002 | 1.027 |
|  |  | 180-300 | 3,650 | 67 | 3.121 | 1.021 | 30 | 5.217 | 1.014 | 116 | 1.018 | 1.001 | 1.025 |
| NRA | Z3 | 0-300 | 12,133 | 613 | 1.002 | 1.000 | 994 | 1.005 | 1.000 | 988 | 1.002 | 1.000 | 1.000 |
|  |  | 1-300 | 2,001 | 1 | 4.047 | 1.001 | 6 | 2.193 | 1.002 | 1 | 7.517 | 1.001 | 1.000 |
|  |  | 60-300 | 1,233 | 1 | 4.047 | 1.001 | 5 | 2.566 | 1.004 | 1 | 7.517 | 1.002 | 1.000 |
|  |  | 180-300 | 1,190 | 0 | - | - | 3 | 3.569 | 1.003 | 1 | 7.517 | 1.002 | 1.000 |
|  | CVC5 | 0-300 | 12,134 | 613 | 1.031 | 1.002 | 994 | 1.036 | 1.003 | 988 | 1.026 | 1.002 | 1.001 |
|  |  | 1-300 | 2,189 | 14 | 3.841 | 1.009 | 28 | 3.473 | 1.016 | 16 | 4.847 | 1.012 | 1.007 |
|  |  | 60-300 | 1,138 | 4 | 33.738 | 1.012 | 13 | 14.068 | 1.031 | 8 | 14.075 | 1.019 | 1.013 |
|  |  | 180-300 | 1,006 | 4 | 33.738 | 1.014 | 13 | 14.068 | 1.035 | 6 | 13.085 | 1.015 | 1.011 |
| LRA | Z3 | 0-300 | 1,753 | 35 | 1.000 | 1.000 | 106 | 1.000 | 1.000 | 54 | 1.000 | 1.000 | 1.000 |
|  |  | 1-300 | 700 | 0 | - | - | 3 | 1.000 | 1.000 | 0 | - | - | - |
|  |  | 60-300 | 262 | 0 | - | - | 0 | - | - | 0 | - | - | - |
|  |  | 180-300 | 172 | 0 | - | - | 0 | - | - | 0 | - | - | - |
|  | CVC5 | 0-300 | 1,753 | 35 | 1.000 | 1.000 | 106 | 1.000 | 1.000 | 54 | 1.000 | 1.000 | 1.000 |
|  |  | 1-300 | 832 | 0 | - | - | 10 | 1.000 | 1.000 | 0 | - | - | - |
|  |  | 60-300 | 446 | 0 | - | - | 0 | - | - | 0 | - | - | - |
|  |  | 180-300 | 276 | 0 | - | - | 0 | - | - | 0 | - | - | - |

Effectiveness of Width Inference. We also conduct an ablation study to evaluate the effectiveness of our abstract interpretation strategy. The average width computed by STAUB's abstract interpretation is 13.1 bits, so we compare STAUB to both a smaller standard fixed bitwidth (8 bits) and a larger standard width ( 16 bits). The columns labeled "Fixed 8 -bit" and "Fixed 16-bit" in Table 3 give the results. The data show that, especially for Z3, our abstract interpretation method substantially outperforms both constraint-independent fixed choices of width. For instance, for nonlinear integer arithmetic under Z3, STAUB achieves a speedup of $1.211 \times$ versus just $1.056 \times$ for a fixed choice of 8 bits and $1.089 \times$ for 16 bits. For CVC5, there is no substantial difference, and STAUB performs about the same or slightly worse than the fixed bit width choices. The fact that there are more verified cases with 8 bits than with 16 bits is at first surprising, as it differs from the tradeoff described in Figure 2. This occurs because the higher running time of 16-bit constraints means that more of them time out. Constraints which time out cannot be verified by STAUB, decreasing the number of verified cases relative to the 8 bit width. Table 2 confirms this and shows that our width inference strategy provides the highest number of tractability improvements, followed by a fixed choice of 8 bits and finally fixed 16 bits. Overall, the results show that width inference via abstract interpretation with STAUB is far more effective than either a larger or smaller fixed width choice under Z3, and performs no worse under CVC5.

Table 4. Results for applying STAUB to the Ultimate Automizer client analysis.

| Benchmarks | 97 |
| :--- | ---: |
| Verified cases | 8 |
| Tractability improvements | 1 |
| Mean speedup for verified cases | $2.93 \times$ |
| Overall mean speedup | $1.093 \times$ |

### 5.3 RQ2: Does STAUB unlock speedups for bounded constraints?

Theory arbitrage not only speeds up solving, but also allows existing optimization strategies for bounded constraints to be applied to unbounded ones. We investigate this advantage of STAUB by combining it with SLOT, a recent tool that simplifies bitvector and floating-point constraints using compiler optimization [50]. Without theory arbitrage, SLOT could not be applied to unbounded constraints. The "SLOT" columns in Table 3 show the mean speedups achieved by chaining together theory arbitrage and SLOT. In most cases, SLOT speeds up constraints by an additional factor of $2 \times$ or $3 \times$, and for a few nonlinear integer constraints, achieves orders of magnitude speedups. We also test the STAUB-SLOT combination for real arithmetic; however, since SLOT only supports the standard 16-, 32-, 64-, and 128-bit floating-point values, we must "round up" the widths STAUB selects to apply SLOT. The higher widths negate any benefit of SLOT's optimization.

### 5.4 RQ3: How much does STAUB improve a client analysis?

Finally, we investigate to what extent STAUB can improve a practical client analysis tool. We choose the Ultimate Automizer, a termination proving tool that has recently competed in the program analysis competition SV-COMP [36]. The tool generates a constraint that encodes the termination problem for a program under study and calls an existing solver to obtain a solution or unsat result. The Ultimate Automizer is a pessimistic use case for STAUB because the majority of the constraints it generates are unsat, and therefore cannot be verified. Nevertheless, we find that STAUB provides a speedup on average. We run the constraints produced by the Ultimate Automizer using STAUB and compare the results to Z3. There are 931 C programs in the SV-COMP benchmark set related to termination proving [9]. However, the Ultimate Automizer generates constraints with arrays, which STAUB does not support, for most of these constraints. We, therefore, limit our evaluation to the 97 programs for which the Ultimate Automizer does not produce array constraints. On average, STAUB can speed up performance by $9 \%$, as summarized in Table 4. Because it is a pessimistic use case, the performance improvement in contexts with a greater proportion of satisfiable constraints, like those included in the SMT-LIB benchmark set, is likely to be greater.

## 6 DISCUSSION

### 6.1 Bound Inference Overhead

The results presented in Section 5 show that STAUB can practically speed up constraint solving for unbounded constraints, and every result presented includes the running time of STAUB, i.e., $T_{\text {trans }}$ and $T_{\text {check }}$. In our evaluation, we find that for the vast majority of large constraints, $T_{\text {trans }} \ll T_{\text {post }}$ and that $T_{\text {check }}$ is de minimis. Bound inference has linear runtime in the size of the constraint's AST; so does translation. Solving, even after transformation to a bounded theory, on the other hand, has highly unpredictable, and, in the worst case, exponential performance. Since solvers are highly optimized, $T_{\text {trans }}$ may reach or exceed $T_{\text {post }}$ for small constraints, which drags down proportional speedups. As $T_{\text {pre }}$ and consequently $T_{\text {post }}$ grow, though, the impact of translation on performance decreases. This phenomenon is why proportional speedups with STAUB (and SLOT) in Table 3 are higher for larger values of $T_{\text {pre }}$.

### 6.2 Bound Selection and Refinement

The abstract interpretation approach described in Section 4 provides a general method for inferring bounds and yields substantial performance improvements. Future work may explore improvements to the bound selection process. One possible improvement is to engage in iterative bound refinement, where bounds are selected, tested, and then either decreased or increased repeatedly. Such an approach may be able to produce better bounds; however, checking whether the bounds are too large or too small likely requires solving a constraint, which has unpredictable running time and may exceed the cost of solving the original constraint.

Bounds could also be refined by selecting widths on a per-variable basis; this could be effected, for instance, by using multiple variable assumptions $x_{0}, x_{1}, \ldots$. While this may provide performance benefits, it would also introduce width tracking overhead to comply with SMT-LIB semantics. For instance, addition of bitvectors requires that both arguments be of the same width, so performing translation correctly in the context of multiple widths would require bit extension or truncation of one of the parameters. The addition of an extension or truncation operation may make the constraint harder to solve because it would result in expensive mixed bitwise and arithmetic operations [69]. Moreover, the analysis required to determine which variables to extend or truncate would slow down the bound inference process.

Finally, it may be possible to improve bound selection by introducing domain knowledge. The theoretical unboundedness results $[24,66]$ mean that this is not possible for all SMT constraints, but it may be possible for fragments of an unbounded logic. STAUB already supports user specification of a fixed width, but it could be extended to allow users to specify a custom formula relating width to the constraint contents. For instance, in a constraint representing a scheduling problem [13], a user may know a bound on how precisely time steps are measured. Such an approach would increase the burden on users, but could increase the number of cases where the result can be verified. Verification might still be required, though, as a result of semantic differences.

### 6.3 Abstract Interpretation Strategies

The simplicity of the abstract interpretation strategy described in Section 4.2 arises from SMT-LIB's simplicity relative to conventional programming languages. Future work, though, could use a different abstract interpretation strategy to achieve further improvements. For example, iterative bound refinement would introduce a loop and may allow STAUB to use new abstract domains and include widening operators as in the seminal work on abstract interpretation [20]. Future work could also use an iterative forward-backward abstract interpretation strategy [27, 71] to perform bound refinement, where the forwards analysis computes bounds, and the backwards analysis computes an assumption value like $x$.

A set of multiple ordered abstract domains with a suitable ordering can also provide performance benefits [1]; in the theory arbitrage context, this may better cover the precision portion of real number constraints. More complex logical connectives, which have been used to analyze the relationship between variables in other contexts [39], could also reduce the need for the assumption value $x$, though it couldn't eliminate assumptions entirely. The cost of more complex abstract interpretation strategies is worse performance, and in theory arbitrage, bound inference must be carried out for every constraint and its runtime offset against the improvement in solving time. This differs from traditional uses of abstract interpretation for imperative programs, in which the analysis must be run only one time and does not affect the performance of the program being analyzed [21]. Performance concerns are therefore greater for STAUB than for traditional programs, and the benefits of a more sophisticated abstract interpretation strategy would have to be weighed against its performance costs.

### 6.4 Extension to Other Theories

STAUB's theory arbitrage approach handles the two common unbounded theories of integers and real numbers. However, apart from the implementation details of the abstraction and concretization functions, our approach is general and could be applied to any given pair of unbounded and bounded theories. SMT-LIB does not contain any other such pairs, but it does include two additional theories which meet Definition 3.4: arrays and strings [4]. For both theories, length is an unbounded integer. An abstract interpretation approach analogous to that presented in Section 4 could be used to infer bounds on the length of arrays or strings; for instance, concatenation can result in the sum of the lengths of its arguments, while a substring operation reduces or does not change string length. We leave to future work the question of whether a theory of fixed-size arrays could improve solver performance, merely noting that if the answer is in the affirmative, then theory arbitrage could be applied to arrays or strings as well. Future work could also explore the application of our bound inference strategy to constraints that are themselves bounded, for instance, to reduce the width of bitvector constraints. Existing work suggests that even drastic reductions in the width of bitvectors may improve performance with only a small accuracy cost [42], which may render the abstract interpretation approach less useful for already-bounded constraints. Finally, it may be possible to extend a STAUB-like strategy to existential and universal quantifiers. The major challenge with applications to quantified theories is that there is no clear abstract semantics for quantifiers.

## 7 RELATED WORK

### 7.1 Speeding up SMT Solving

Existing work on improving solver performance has focused on strategies implemented within particular solvers. Such work sometimes takes the form of new solvers, including the seminal work on Z3 [25], and newer solvers like Bitwuzla [55], MathSAT [18], and Yices [28]. In addition, recent approaches have improved algorithms for existing solvers, for instance, improving performance on string constraints [7] or regular expressions [8]. Trident speeds up solving on bitvector constraints by propagating bitvector information into the SAT solving backend of an SMT solver [70].

Other theory-agnostic innovations have included the introduction of syntax-guided quantifier instantiation [56] and the combination of existing solvers with fuzzing [53]. Recently, attention has turned to using machine learning to speed up solving. FastSMT [2] uses a neural network to select heuristics within a solver, while MachSMT [64] uses machine learning to choose among different solvers Our approach contributes to the literature by offering a solver-agnostic approach to pre-processing constraints which transforms constraints from one theory into another, rather than developing new, or more systematically choosing among existing, solver heuristics.

### 7.2 Constraint Pre-Processing

While most prior work has focused on solver-internal improvements, some novel approaches match STAUB in pre-processing constraints before feeding them to a solver. MBA-Solver [69] takes as input bitvector constraints and simplifies them with re-writing rules focused on mixed bitwise and arithmetic operations. SLOT [50] pre-processes bitvector and floating-point constraints by applying compiler optimizations. Bjørner and Fazekas introduce new methods to detect when pre-processing steps can be applied to newly-added constraints during incremental solving [11]. Nötzli et al. introduce a syntax-guided synthesis approach to developing new pre-processing rules, and implement the approach within CVC4 [57]. While STAUB shares the pre-processing approach with these works, it differs in that it transforms from one theory to another, rather than within one theory. Moreover, we introduce an underapproximate-then-check strategy which differs from existing works that rely on exact equivalence for all constraints.

### 7.3 Inference and Imposition of Bounds

Prior work has explored the problem of deducing bounds for constraints and programs. FPTuner [17] analyzes floating-point computation in programs and uses Taylor expansions to deduce "bounds" (limits on precision) on floating-point variables, thereby reducing bitwidths and improving performance. Jonáš and Strejček introduce a width reduction approach for bitvectors without changing from one theory to another [42]. Bitblasting is an approach that converts floating-point constraints to bitvector form, simplifying reasoning. Bitblasting is implemented in existing solvers [3, 25], and other work has developed new bitblasting transformations for use within solvers [14]. Molly [60] expands beyond bit-blasting to recover satisfying assignments from approximate models of floatingpoint arithmetic in any approximating theory. Int-blasting [74] is a technique for modeling bitvector computations using the theory of integers. Our approach goes in the other direction, using bitvectors to model unbounded integer computation; moreover, we do not introduce any theory extensions and simply translate them to a bounded theory. Both approaches can produce speedups in part because portfolio methodology allows STAUB to take the best of optimizations for both bounded and unbounded theories.

Our bound inference approach is also related to existing work on analyzing numerical approximations. Fluctuat and its family of tools use abstract interpretation to bound the possible error of machine arithmetic which models real-world phenomena with floating-point values [32-35]. Coward et al. integrate e-graphs with abstract interpretation for the same purpose: finding bounds on the precision of floating-point computation [22]. The Rosa compiler converts real computation to floating-point values for machine arithmetic [23], but it requires users to encode bounds in the input language. In the context of SMT constraints, no such information is available, creating the need for STAUB's underapproximation and verification steps.

### 7.4 Approximation for SMT Solving

Existing work has also explored the use of approximation to improve solver performance. UppSAT [72] introduces an underapproximation and overapproximation strategy for constraints in the theory of floating-point numbers. Zeljić et al. also introduce an approximation framework for simplifying constraints over any theory without the requirement that approximations be either overapproximations or underapproximations [73]. Binary decision diagram (BDD)-based solvers have also been extended with approximations that model just a few bits of a bitvector constraint [41]. Alternating over- and under-approximations are also useful for bitvector solving [63]. Our approach follows the underapproximation strategy; however, we use underapproximation in order to obtain the benefits of solving over a bounded theory, instead of using it to directly simplify a constraint within the same theory.

## 8 CONCLUSION

This work has presented SMT theory arbitrage, a novel method to speed up SMT solving by transforming constraints from unbounded theories, which are expensive to solve, to bounded theories, which are cheaper to solve. To effect the translation, we introduce an abstract interpretation-based width inference strategy which strikes a balance between between large bounds which are more likely to be correct but slower to reason about, and small bounds, which are the opposite. We implement our approach as STAUB, a practical tool to speed up solving. Theory arbitrage speeds up solving by orders of magnitude on individual constraints, and up to $1.4 \times$ on average. STAUB also unlocks an additional $2 \times-3 \times$ speedup by allowing the application of existing optimization techniques for bounded theories. The speedup is portable across solvers, and can improve the performance on a client analysis' constraints by $9 \%$.

## DATA AVAILABILITY

The data and implementation referenced in this paper have been persistently archived [51]. The latest version of STAUB is also made publicly available on Github. ${ }^{3}$
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[^0]:    Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s).

[^1]:    $\overline{{ }^{1} \text { We define } \phi(0)}=+0$ in floating-point semantics, and in practice require that $\phi^{-1}(-0)=0$. Any computation that produces one of the three pathological floating-point values $\mathrm{NaN},+\infty$, and $-\infty$ is treated as a semantic difference.

[^2]:    ${ }^{2}$ The overflow predicates are proposals for the next version of the SMT-LIB standard [30]. However, both Z3 and CVC5 already implement them.

[^3]:    ${ }^{3}$ https://github.com/mikekben/STAUB.

